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Exams

BerkeleyX: CS188x-SP16 Artificial Intelligence - Berkeley (Spring 2016)

This syllabus is subject to change. Note that unreleased project out and due dates are just guesses and will likely change somewhat.

Optional i i
Day Topic Reading Slides Video Assignment Due
1PP - 2PP
2 X Live Math Self-Diagnostic (ungraded)
Tu1/19  Introduction to Al Ch.1 g:: 6PP Edited  PO: Tutorial F1/22 5pm
) 1PP-2PP
Th1/21  Agents and Search Ch.31-4Qe:Ch. oo gpp LV Livg (section 1) M 2/1 11:59pm
3) Edited
PPT
1PP - 2PP
- Ch.3.5-6 (2e: Ch. Live P1: Search F2/55pm
* :
Tz ASeardband Reudstes o) ‘;: BPP ‘coied Contesti:Seanch Su2/7 11:59pm
: s ) 1PP-2PP
Thijpg Constraint Satisfaction Ch.61@eCh. oo gpp 1V w2 (section2) M 2/8 11:59pm
Problems 5.1) Edited
PPT
1PP-2PP
Tu22  CSPsll gg‘jiz's @e:Ch. op gpp :;’:e g
- PPT
1PP-2PP
Th2/4 Game Trees: Minimax Ch.52:5/Re:CHi 4PP - 6PP Live HW3 (section 3/ exam-prep 1) Tu 2/16 11:59pm
6.2-5) PPT Edited
. 1PP-2PP .
Tu2/9 Game Trees: Expectimax; Ch. 5.2-5 (2e: Ch. 4PP - 6PP Live P2: Multi-Agent Search F2/19 5pm
Utilities 6.2-5) PPT Edited Contest 2: Multi-Agent Search Su 2/21 11:59pm
TPPAZRR
Th2/11  Markov Decision Processes  Ch. 16.1-3 4PP - 6PP Edited HWA4 (section 4/ exam-prep 2)  Tu 2/23 11:59pm
PPT
Tua/g  Markov Decision Processes  Sutton and 1;: ¢ 2;: Live
I Barto Ch. 3-4 Edited
PPT
1PP-2PP
Th2/18  Reinforcement Learning Ch.171-3.588 4o gpp BY®  hws(section5/exam-prep3) M 2/2911:59pm
Ch.6.1,2,5 PPT Edited
1PPo2PP
Tu2/23  Reinforcement Learning Il 4PP - 6PP % P3: Reinforcement Learning F3/4 5pm
Edited
PPT
1PP-2PP
Th2/25  Probability Ch.131-5Qer 4o cpp Ve ive (section 6/ exam-prep4) M 3/711:59pm
Ch.13.1-6) PPT Edited
Ll LA
Tu3n Bayes' Nets: Representation Ch. 14.1-2,4 4PP - 6PP
Edited
PPT
1PP-2PP
Th3/3  Bayes Nets: Inference Ch.143,Jordan o gpp V& (cection 7/ exam-prep 5)
21 Edited
PPT
TRRE2RRY o
Tu3/8  Bayes' Nets: Sampling Ch. 1445 4PP - 6PP 4
Edited
PPT
1BPIOPP! o
Th3/10  Decision Networks / VPI Ch.15.1-3,6 4PP - 6PP Edited Practice Midterm / Solutions Sa3/1211:59pm
PPT
Tu3/15 MIDTERM (7-10p)
TEE2ERY s
Th3/17 VPl and Markov Models Ch.15.2-5 4PP - 6PP P4: Bayes Nets M 4/4 11:59pm
Edited
PPT
Tu3/22  Spring Break
Th3/24  Spring Break (section 8 / exam-prep 6)
TPRF2RRE o
Tu3/29 HMMs Ch.15.2,6 4PP - 6PP HW7 Tu 4/5 11:59pm
Edited
PPT
ARPLA2PR) oo
Th3/31 HMM Filtering Ch.15.26 4PP - 6PP : (section 9/ exam-prep 7)
Edited
PPT
1PP - 2PP
- i Live P5: Ghostbusters F4/15 5pm
Tu4/5 ML: Naive Bayes Ch.15.2,6 ﬁ:: 6PP Edited HW8 Tu4/12 11:59m
JEP 2RE Live Final Contest
Th4/7 ML: Perceptrons Ch.15.2,6 4PP - 6PP . Su 4/24 11:59pm
PPT Edited (section 10/ exam-prep 8)
1PP - 2PP
Tu4/12  ML: Deep Learning | 4PP-6PP  Live
PPT
1PP - 2PP
Th4/14  ML: Deep Learning Il 4PP - 6PP Live HWO (section 11/ exam-prep 9)  Th 4/21 11:59pm
PPT
1PP - 2PP
Tu4/19  Advanced Topics: Robotics 4PP-6PP  Live
PPT
. 1PP - 2PP
Thiazy  (fdvanced Topics: Natlral 4PP-GPP Live  HWIO0(section/exam-prep)  F4/29, 5pm
Language Processing PPT
- 1PP - 2PP
Tz Avanced ToplestHuman 4PP-6PP Live  PG: Classification 8D
Robot Interaction
PPT
- 1PP - 2PP
Thaspes AdvancedTopics/Final 4PP-6PP  Live  Practice Final Sa5/711:59pm
Contest
PPT
Th5/12  FINAL EXAM (8:00-11:00am)
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Course Policies

TIMES AND LOCATIONS
« Lecture: Tuesdays and Thursdays 11:00-12:30pm in 155 Dwinelle
= Discussion Sections: Beginning the week of Jan 25.
« 102: Mon 10-11am, 102 Latimer (Christopher)
« 104: Mon 11-12pm, 102 Latimer (Christopher)
= 106: Mon 12- 1pm, 229 Dwinelle (Davis)

107: Mon 1-2pm, 283 Dwinelle (Davis)
« 109: Mon 2- 3pm, 105 Dwinelle (Karthik)
« 111:Mon 3- 4pm, 258 Dwinelle (Karthik)
« 113:Mon 4- 5pm, 205 Dwinelle (Greg)
« 116:Mon

:30-3:30pm, 310 Soda (Jacob)
0-4:30pm, 310 Soda (Jacob)
« 118: Mon 6-7pm, 320 Soda (Greg)

« 117:Mon

« Discussion Overflow Sections: ONLY for the weeks of 1/25-1/29, and 2/1-2/5.
« 101: Mon 9-10arm, 289 Cory (Coline)
« 103: Mon 10-11am, 105 Latimer (Tianhao)
= 105: Mon 11-12pm, 310 Hearst Mining (Abhishek)
« 108: Mon 1- 2pm, 205 Dwinelle (Abhishek)
« 110: Mon 2- 3pm, 183 Dwinelle (Weicheng)
« 112:Mon 3- 4pm, 228 Dwinelle (Weicheng)
« 114:Mon 4- 5pm, 105 Dwinelle (Coline)
= 115: Mon noon-1pm, 310 Soda (Tianhao)

Exam Practice Sessions: Beginning the week of Feb 8.
« 101: Mon 9-10am, 289 Cory (Coline)

« 103: Mon 10-11am, 105 Latimer (Tianhao)

« 105: Mon 11-12pm, 310 Hearst Mining (Abhishek)

« 108: Mon 1- 2pm, 205 Dwinelle (Abhishek)

« 110: Mon 2- 3pm, 183 Dwinelle (Weicheng)

« 112: Mon 3- 4pm, 228 Dwinelle (Weicheng)

« 114: Mon 4- 5pm, 105 Dwinelle (Coline)

« 115: Mon noon-1pm, 310 Soda (Tianhao)
COMMUNICATION

There will be several routes of communication for this course:

« Announcements will be posted to this website.

« The main mode d staff, as well t students, wil g . Itis intended for
general questions about the course, dlrifications about assignments, student questions to each other, discussions about material, and so on. We
gl g d k. and answer The course staff will monitor discussions
closely.

+ Ifyou need to contact the course staff privately, you should emal cs188-staff AT ists.berkeley.edu. You may of course contact the professor or
Gsis directly,but the stafflst il produce the fastest response.

COURSE DESCRIPTION

basic id the design of inelligent computer systems. A specific emphasis wil be on the
statistical and decision-theoretic modeling paradigm.

By the end of this course, y that ly d

gs. Your agents will in uncertain d for y Your machine
learning algorithms willclassify handwritten digits and photographs. The techniques you learm in this course apply to a wide variety of artificial
intelligence problems and inany application topursue.

. deadlines, and
PREREQUISITES
« CS61A or 618: Prior compute expected (see below); il have tak
« €570 0r Math 55: Facilty with propositional i €S hoice for thi
course.

This course ing and mathematics, central to modern Al. You should be
prepared i i ownifitis hould al y i level of CS

618 even though it s not strictly required.

CS61A AND CS618 AND CS70 is the recommended background.

LANGUAGE

Course programming assignments will be in Python. We do not assume that students have previous experience with the language, but we do
expect you o learn the basics very rapidly. Project 0 is designed to teach you the basics of Python, but if you wan to get a head start here is a good
tutorial: ACM Python Tutorial

ASSIGNMENTS
This cl d regular ignment
c Project 0is to be completed alone. Projects 1 lone or in teams of two. in ateam of

two itis important that both team members submit their team's project files into edX to ensure a grade is registered for both team members.
Homework is to be submitted individually but may be discussed in groups.

slip days: be turned :00p . You will have a total of 5 slip days for these
projects, up to two of whi Note that slp counted at the granularity of days, rounded up to the nearest
day. For example, for a on Friday, any i Friday 5pm - spm willuse 3 L

p P , and any Sunday Spm will recelve no credit. The other homework
assignments do not have late days!

) by default be graded , though we will revi i necessary to ensure
that they recs % ¥ all possible allocations of slp il projects
to give youthe best For exampl you submitted 1 0n time, and then resubmitted a 25/25 on Project 1
after using two slip days. I by Project 5, you used up all your slip days, but you need to use an additional siip day on Project 5 and wish you had not
submitted two days late for the one point in Project 1, into for Project block you from going over
the number of wil your slip days usage.

Ethics: i knowled; d L original. We trust you
all own work, but to pr course from any play by the rules, we will actively be
checking for d previ ing; | Kris Pister's
policy.
GRADING
‘Overall grades will be determined from:
« Programming Assignments (30%)
« Electronic Assignments (10%)
+ Midterm Exam (25%)
« Final Exam (35%)
Grades are on the following fixed scale:

A 30~ 1001%

A~ 85-501%

B 80-851%

3 [75-80%%

S [0-750%

o 65-708%

c 60~ 651%

« 55 60%%

o+ 150-55%

o 45508

o 10-as%

P 10-40%
These cutoffs represent grade minimums. We may adjust grades extra credit, etc. The g willbe

‘s discretion based i e
it h i the grading of one of your exams or assignments, you may resubmit it for a regrade.

Regrades for arubricin an individual more likely to be h
relative point values within the rubric, as the rubric ¥ ision in detail, your

‘grade can go up or down as a result of a regrade request.

TEXTBOOK

No textbook is required for this course. For to read more, rificial Intelligence: A Mod h by Stuart
Russell (UC Berkeley) and Peter Norvig (Google). Be aware, however, that this is not a course textbook, so our presentation does not necessarily
follow the presentation in the book.

ENROLLMENT

Here are the policies th: dmission into classes, ission. The course
staff does not control enroliment!
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