
Syllabus 
CS 170: Efficient Algorithms and Intractable Problems (aka Intro to CS Theory) 
Professors Prasad Raghavendra & Sanjam Garg 
  
Prerequisites: CS 61B and CS 70. You should be comfortable with mathematical induction, big-
O notation, data structures, and programming in a standard imperative language (Java, Python, 
etc.). 
  
Required textbook: Algorithms by Dasgupta, Papadimitriou, and Vazirani. 
  
Announcements: All instructor announcements will be via Piazza. It is your responsibility to 
read all of them, though we will often direct Piazza to send you an email as a courtesy in 
important cases. 
  
Contact: The fastest way to get a question answered is to ask on Piazza. For questions directed 
at the instructors or containing answers/strong hints to homework problems, make sure to post 
privately on Piazza. To reach an individual instructor, email them directly or go to their office 
hours. See @16 for more. 
  
Tentative Schedule 
Lectures are MWF 2-3 PM in 155 Dwinelle Hall. We will update this schedule as topics are 
decided. In general, you can expect us to follow the textbook fairly closely, with some special 
topics mixed in. 
  
Lesson # Date Topics Relevant Readings Webcast 
1 8/26 Introduction Chapter 0 Link 

2 8/28 Arithmetic algorithms Sections 1.1-1.2 Link 

3 8/31 Primality testing, hashing Sections 1.3-1.5 Link 

4 9/2 Divide-and-conquer Section 2.1 Link 

5 9/4 Divide-and-conquer Sections 2.2, 2.3, 2.5 Link 

 9/7 NO CLASS (Labor Day)   
6 9/9 Fast Fourier transform Section 2.6 Link 

7 9/11 Fast Fourier transform Section 2.6 Link 

8 9/14 Divide-and-conquer, graphs Sections 2.4, 3.1-3.2 Link 

9 9/16 Graphs Section 3.3 Link 

10 9/18 Graphs Section 3.4 Link 

11 9/21 Shortest paths Sections 4.1-4.3 Link 

12 9/23 Shortest paths Sections 4.4-4.5 Link 

13 9/25 Shortest paths Sections 4.6-4.7 Link 

14 9/28 Greedy algorithms Sections 4.7, 5.1 Link 

15 9/30 Greedy algorithms Section 5.1 Link 

16 10/2 Greedy algorithms Section 5.1 Link 

17 10/5 Greedy algorithms Section 5.2 Link 

 10/7 Midterm 1 (7-8:30 PM)   
18 10/9 Greedy algorithms Section 5.4 Link 

19 10/12 Dynamic programming Sections 6.1-6.2 Link 



20 10/14 Dynamic programming Section 6.3 Link 

21 10/16 Dynamic programming Sections 6.3-6.4 Link 

22 10/19 Dynamic programming Sections 6.5-6.6 Link 

23 10/21 Dynamic programming Sections 6.6 Link 

24 10/23 
Dynamic programming, 
linear programming Sections 6.7-7.1 Link 

25 10/26 Linear programming Section 7.1 Link 

26 10/28 Linear programming Section 7.2 Link 

27 10/30 Linear programming Sections 7.2-7.3 Link 

28 11/2 Linear programming Sections 7.3-7.5 Link 

 11/4 LECTURE CANCELLED   
 11/5 Midterm 2 (7-9 PM)   
29 11/6 Linear programming Sections 7.5, 7.7 Link 

30 11/9 NP-completeness Section 8.1 Link 

 11/11 NO CLASS (Veterans Day)   
31 11/13 NP-completeness Sections 8.2-8.3 Link 

32 11/16 NP-completeness Section 8.3 Link 

33 11/18 NP-completeness Section 8.3  
34 11/20 Coping with NP-completeness Chapter 9  
35 11/23 Coping with NP-completeness Chapter 9  
 11/25 NO CLASS (Thanksgiving holiday)   
 11/27 NO CLASS (Thanksgiving holiday)   
36 11/30    
37 12/2    
38 12/4    
 12/17 Final Exam (3-6 PM)   
  
Grading 
The weight categories are: 

• 30% homework and programming project 
• 20% midterm 1 
• 20% midterm 2 
• 30% final 

The class will be curved at the very end of the semester. 
  
Discussion Sections 
Attendance at discussion is expected, and sections may cover material not covered in lecture. 
But it is not mandatory, and you may attend whichever section you wish. 
  
Quizzes 
Each discussion will begin with a 5-minute quiz. Quiz scores will be posted to 
bCourses. Quizzes appear in your final course grade if and only if you score below 40% out of 
the 70% combined weight of homework and midterms. In this case, your quiz scores may boost 
your grade by up to 5%. Otherwise (and indeed for most students), they have no effect. 
  



If you attend multiple sections, take only one quiz. If you attempt to take multiple, we will 
assign a score of zero. 
  
Homework 
There will be weekly problem sets due every Friday at 5 PM. Out of fairness, no late 
homeworks will be accepted for any reason. Instead, we will drop your two lowest homework 
scores. This is to offer peace of mind, and not so you can plan to skip any particular 
assignments. 
  
For how to do and submit homework, see @17. 
  
Homework Parties 
We will hold weekly "homework parties" on Wednesdays 6-9 PM in 540 Cory Hall, with 
three exceptions: 

• The party on September 2 will be from 7-10 PM. 
• The party on September 23 is replaced by September 22 (Tuesday), 6-9 PM. 
• The party on November 18 will be at 521 Cory Hall, at the same time. 

We will send out reminders of the exceptions. 
  
Though instructors will be present to answer questions, these are primarily for you to collaborate 
with your peers. Past students have found them to be extremely helpful. 
  
Programming Project 
Towards the end of the semester, there will be a challenging but fun programming project. It 
cannot be dropped. Details will be decided and announced when that time approaches. 
  
Academic Integrity 
Cheating on homework or exams is taken extremely seriously. To avoid issues, please: 

• Give credit. If another student made a significant contribution to your understanding of a 
homework problem, list them. 

• Don't share solutions with others—including collaborators. Working together means 
clarifying concepts and discussing approaches. Never look at any part of someone else's 
solution, and never share any part of your own work with another student. For example, 
splitting up problems among your collaborators, then sharing them afterwards is not 
allowed. 

• Write up your solutions entirely on your own. 
• When in doubt, ask. If unsure whether something constitutes cheating, ask an instructor. 

  
The only way to learn algorithms is to practice designing algorithms. As such, looking up 
solutions online or in other references is not allowed. This goes for algorithms, proofs, 
etc. Finding solutions from past semesters' materials or students is also not permitted. In 
short, use only the course textbook, collaboration with peers, Piazza, and instructors' office 
hours. 



  
Advice 
CS 170 is one of the more intensive upper-division courses. Based on our experience, the 
following will help: 

• Come to lecture. The lectures often contain a view of the material not found in the book, 
and are much easier to follow live. 

• Don't fall behind. In a conceptual course like CS 170, it is important to stay on top of the 
material and allow it time to sink in, rather than cram. 

• Do the homework. We carefully craft the homework to help you learn the material deeply, 
so homework grades and exam grades are highly correlated. Regardless of how you do on 
the homework, read the sample solutions. 

• Don't do homework last-minute. Read the problems as soon as they are released, because 
inspiration takes time to strike. A solution may occur to you while waiting in line, riding an 
elevator, or even during sleep. 

• Come to office hours. The professors and TAs are expressly here to help you. You will also 
get more out of office hours if you spend a little time in advance to formulate your 
questions precisely. 

• Actively participate in discussion sections. Discussion sections are not auxiliary lectures. 
They are opportunities for interactive problem-solving, and thus depend on the willingness 
of students to participate. Working through problems in discussion is usually very helpful 
for the homework. 

• Form study groups. This saves you time by generating ideas quickly and avoiding getting 
stuck on problems. 

	  


