Q1 True or False
20 Points

Select True (L., always true) or False (ie., sometimes false) for each statement. No need to
provide an explanation.

Q11 Nullspace
2Points

(7
the nullspace of A.

a 3—dimensional subspace of R then there is a 2 % 5 real matrix A such that W is

Q1.2 Eigenspace

2 Points

It W is a 3—dimensional subspace of R® then there is a 5 X 3 real matrix A such that W is
the eigenspace of A corresponding to A

Q1.3 Subspace
2 Points

Let My be the vector space of 2 X 2 real matrices with entrywise addition and scalar
multiplication. Then the set

H={XeM:X*=0}

is a subspace of My

Q1.4 Composition

2 Points

IfT:V — Vand§:V — V areinvertible linear transformations, then
SoToS':V -V

Q1.5 Distinct

2Points

If A is a diagonalizable real 7. X T matrix, then it must have n distinct eigenvalues.

Q1.6 Invertible

2Points.
it Ais anm x n matrix and AT A is invertible then AAT is invertibie.

Q17 Similar Rank
2 Points

It Als simitar to B then rank(4) = rank(B).

Q1.8 Row Ops
2Points

If A, B are m x n matrices and A is row equivalent to B then every vector b € R™ has the

same distance from Col(4) and Col(B)

Q1.9 Zero

2 Points
If , y are linearly independent vectors in R? and z € R satisfies

zoe=zy=0

then z

Q@110 Coordinate Dot Product
2 Points

fz,y € R" are orthogonal and B i a basis of ", then

5 [y]s =0
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10 Points

Q3 Examples

20 Points

Give an example of each of the following, explaining why it has the required property,
or explain why no such example exists.

Q3.1 Isomorphic
5 Points

A2 x 2 real matrix whose null space is isomorphic to its column space.

Q3.2 Diagonalizable
5 Points

Q3.3 Coordinates

5 Points

An orthonormal basis B = {by, by } of B2 such that [by |5 =

Q3.4 Projection
5 Points

Asubspace W of B9 such that W # 3 and the orthogonal projection

projy : B® 5 R®
is one to one.

Q4 Polynomials
11 Points
Let P, = {ag + ait + ast® : ag, a1, a2 € R} denote the vector space of polynomials of

degree at most two with real coefficients. Consider the linear transformation T : Py — R by
(0)
T(p) = P/(0)
'(0)

=

where p, p" denote first and second derivatives. Show that T'is invertible and find its inverse.
Explain your reasoning.

Q5 Transpose
13 Points.

Let

T a1
My={ [ 2. em
T T2
be the vector space of 2 X 2 real matrices with entrywise addition and scalar multiplication.
Consider the linear transformation S : My — Mb by

S(X)=X - xT.

(@) (10pts) Find a basis B of Mz in which 5[S]s (.. the matrix of S with respect to the BB basis)
is diagonal, and write that diagonal matrix. Explain your reasoning

(b) (3pts) Find a basls for the kemel of S.

Q6 High Power

13 Points
Let
1 2 3
A= |0 1 4.
0 0 2

(a) (10pts) What Is the second column of B = A% Explain your reasoning,

(b) (3pts) Show that A is invertible. What is the second column of C' = A% — A=%% (Here
A means (A~1)%)

Q7 Distance to Nullspace

13 Points

Let

(a) (10pts) Find the vector b € Nul(A) which is closest to b. Explain your reasoning.

(b) 3pts) Letting W = Nul(A). find vectors y € W and z € W such that

b=y+z



