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1. True/False. 2 points/part. 14 parts. No partial credit. No work necessary. Fill in bubbles.

1. The equation 7x = y (mod 10) has a solution x for every value y.
Answer: True. 7 has a multiplicative inverse mod 10 since gcd(7,10) = 1.

2. The function f (x) = ax (mod N) is always a bijection if gcd(a,N) = 1.
Answer: True. a has a multiplicative inverse modulo N.

3. If there are k numbers that are relatively prime to N in {0, . . . ,N − 1}, then ak = 1 (mod N) if
gcd(a,N) = 1.
Answer: True. The proof of Fermat’s theorem works since ax (mod N) is a bijection on the relatively
prime elements and each has a multiplicative inverse.

4. For all n > 2, there is at least one element of {2,3, . . . ,n−1} with a multiplicative inverse (mod n).
Answer: True. gcd(n,n−1) = 1 which means n−1 has a multiplicative inverse. Indeed, the inverse
is n−1 since n−1 is congruent to −1 (mod n).

5. It is possible to measure out exactly 1 oz. of water using only cups of size 56 oz. and 14 oz.
Answer: False. gcd(56,14) = 7 6= 1. Effectively, we are asking if ∃x,y ∈ Z where 56x+14y = 1. We
know this can only be true if the gcd is 1.

6. A polynomial, P(x), modulo a prime, p, of degree exactly d (that is, the coefficient of xd is non-zero),
where d < p, must have at least d roots.
Answer: False. x3 +1 (mod 5) has one root.

7. If two degree d polynomials intersect on d +1 points, they must be the same polynomial.
Answer: True. For two polynomials, P(x) and Q(x), we have P(x)−Q(x) has d + 1 roots and has
degree d and thus must be the zero polynomial.

8. There is no program that takes a program P, an input x, and an integer k and determines if it halts in kk

steps on input x.
Answer: False. One can just run the program for kk steps an an interpreter.

9. For any countable subset, S, of the reals, R, we have ∃ε > 0 ∈ R,∀x,y ∈ S,(x 6= y) =⇒ (|x− y| ≥ ε).
Answer: False. The rationals are a subset of the reals and countable.
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10. We define the output of a program as the string it prints (possibly infinite length) when given a finite
length input. Then, the set of outputs of any particular deterministic program is countable.
Answer: True. There are a countable number of inputs.

11. For events A,B,C ⊆Ω, we have Pr[(A∩B)∪C]≥ Pr[A∪C].
Answer: False. The inequality is the reverse of what is true. Any sample point in the set (A∩B)∪C
is contained in A∪C.

12. If events A, B and C are mutually independent, so are Ā∩B and C.
Answer: True. We know Ā is also independent of B and C and any two disjoint intersections of
mutually independent events are independent from the definition of mutually independent events.

13. For any events A and B, Pr[A|B]+Pr[A|B̄] = Pr[A].
Answer: False. Take A = B as an example where P[A]< 1.

14. For events A and B, if Pr[A|B]> Pr[A] then Pr[A|B̄]< Pr[A].
Answer: True. Note that the probability of A is the weighted average of Pr[A|B] and Pr[A|B̄], i.e.,
Pr[A] = Pr[A|B]Pr[B]+Pr[A|B̄](1−Pr[B]). If one term is higher than average than the other must be
lower. One could also do algebra here.
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2. Short Answer/Proof: Modular Arithmetic to RSA. 3 points/part. 15 parts.

Put your answers in boxes where provided. Answers outside the box will not be graded.

1. What is gcd(0,n)?
Answer: n | 0 ⇐⇒ ∃k ∈ Z,kn = 0. Regardless of what n is, k = 0 works so n | 0 always. Therefore
gcd(0,n) = n – 0 is never coprime with n > 1.

2. What are the possible values of gcd(n,n+2)?
Answer: {1,2}. gcd(n,n+2) = gcd(2,n) ∈ {1,2}

3. For x,y with gcd(x,y) = d, where ax+by = d, and zx = kd (mod y). What is z? The answer may be
in terms of a,b,k,x,y and/or d.
Answer: ka (mod y). Since kax+ kby = kd = (ka)x (mod y), thus z = ka (mod y) works.

4. What is the smallest possible positive value of the expression 14x (mod 21) in {1, . . . ,20}?
Answer: 7. The smallest value is gcd(14,21), since there is a(14) + b(21) = 2 according to the
extended gcd theorem.

5. What is 711 (mod 15)?
Answer: 13. When a 6= 0, a(p−1)(q−1) = 1 (mod pq) , or 78 = 1 (mod 15) and 73 = (49)7 = (4)(7) =
13 (mod 15)

6. Find x (mod 90) where x = 1 (mod 9) and x = 3 (mod 10).
Answer: 73. 4, and 10−1 = 1 (mod 9) and 9−1 = 9 (mod 10) and u= 1(10)(1)+3(9)(9)=−17= 73
(mod 90).
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7. How many numbers in {0, . . . ,34} are relatively prime to 35.
Answer: 24. The number of relatively prime numbers in the range {0, . . . , pq−1} is (p−1)(q−1).
This is (5−1)(7−1) = 24.

8. What are the last two digits of 99999?
Answer: 9. Take the expression 99999 = 999 =−19 =−1 = 99 (mod 100).

9. For a prime p, how many roots does the polynomial xp−1−1 (mod p) have?
Answer: p−1. By FLT, we know the polynomial xp−1−1 (mod p) has roots at all x coprime with p.

10. What is the (simplified) result of multiplying out the polynomial (x−1)(x−2) · · ·(x− p+1) (mod p),
where p is a prime?
Answer: xp−1−1 (mod p).
By FLT, we know the polynomial xp−1−1 (mod p) has roots at all x coprime with p. Since both this
and the polynomial in question are degree p−1, have a leading coefficient of 1, and they share p−1
roots, they must be the same. So the result must be xp−1−1 (mod p).

11. Suppose we want to send a length n message, but the channel can introduce p erasure errors and q
general errors. How long should the message we send through the channel be, in order to guarantee
that the the other side can decode it successfully?
Answer: n+ p+2q. We can immediately detect where the erasure errors are, and are left with n+2q
symbols that we can apply Berlekamp Welch on to figure out the polynomial.
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12. Recall that RSA computes yd (mod N) where N = pq for p and q being prime.

(a) If p and q have n-bits, how many bits does it take to represent N = pq? (Any answer within 1 or
2 bits of the right answer gets full credit.)
Answer: 2n.

(b) Consider y = a (mod p), we know that yd = ad (mod p). Prove that yd = au (mod p) where
u = d (mod p−1).
Answer: If y = 0, this is clearly true. Otherwise yd = ad = au+k(p−1) = au(ap−1)k = au(1)k = au

(mod p).
The second to last equality is from Fermat’s Little Theorem. The rest is algebra.

(c) Let y = a (mod p) and y = b (mod q). Give an expression for yd (mod pq) in terms of m1 = au

(mod p) and m2 = bv (mod q), where u = d (mod p−1) and v = d (mod q−1).
Answer: m1q(q−1 (mod p))+m2(p)(p−1) (mod q)) (mod pq). This is from the CRT theorem.

13. Alice is selling books for $10. She sets up an RSA scheme with public key (N,e) and private key
d. People buy her book by encrypting their credit card number x as c = xe (mod N) and sending c
through a public channel to Alice, who then charges $10 to the decrypted credit card number cd . If
Eve can listen in on the channel, how could she take advantage of this setup?
Answer: Eve listens for people’s credit cards and gets one or more people’s credit cards albeit in the
form xe (mod N), then she can buy as many books as she wants from Alice by presenting xe (mod N)
from one of the people. When Alice decodes she gets someones valid credit card and charges them.

6



SID:

3. Short Answer: Polynomials. 3 points/part. 5 parts.

Put your answers in boxes where provided. Answers outside the box will not be graded.

For the following, recall that a polynomial, P(x), contains a point (a,b) when P(a) = b. And two polynomi-
als, P(x) and Q(x), intersect at a point (a,b) when P(a) = Q(a) = b.

1. Given two polynomials P(x) and Q(x) of degrees d1 and d2 respectively, consider R(x) = P(x)Q(x).
We claim that we can recover P(x) and Q(x) with any r points on R(x) and any q points on Q(x),
What are r and q? (You should give the minimum possible values for r and q here.) Answer: r =
d1 +d2 +1 and q = d2 +1.

2. Recall the secret sharing scheme where the secret is P(0). What is the secret corresponding to a poly-
nomial of degree at most 2 where P(1) = 3 (mod 5) and P(2) = 1 (mod 5) and P(3) = 4 (mod 5)?
Answer: 0. This is the line P(x) = 3x (mod 5)

3. Consider sending an n packet message where each packet has b-bits, and we want to encode the
message so that k packets can be lost using our polynomial encoding scheme modulo a prime p. How
large is p required to be in this setup?
Answer: p ≥max(2b,n+ k). each packet should be able to encode a b bit number and one needs to
be able to send n+ k packets.

4. What is the maximum number of points at which two distinct degree d polynomials can intersect?
Answer: d times. Otherwise P(x)−Q(x) would have more than d roots.

5. For a prime p, and d < p, how many polynomials in GF(p) (modulo arithmetic modulo p) of degree
d are there with exactly d roots? (Here, we assume (x−2)2 has two roots at x = 2.)
Answer: (p−1)

(p+d−1
p−1

)
. We have to choose d roots with repetition from p possibilities. The number

is
(p+d−1

p−1

)
. Then we can scale by any of p−1 values.
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4. Short Answer: Counting. 3 points/part. 9 parts. Answers should be in boxes.

1. How many permutations of the letters in “STANFORD=BORING” are there? (Hint: there are 15
letters total, and one permutation is: “ABDFGINNOORRST=”.)
Answer: 15!

2!2!2!

2. We have a classroom of n people, who are playing a (sort of) tournament of rock paper scissors. At
every turn, one pair of students is picked from the pool of students who are still in the game, to play
in front of the class. The player who loses the game is out, and the player who wins is put back in the
pool. How many different possible ways are there for this tournament to play out?
Answer: n!(n−1)!. At the i-th turn there are n− i+1 options for person who got eliminated and n− i
options for the person who won.

3. How many ways are there to divide up nine distinguishable people into three indistinguishable teams
of three?
Answer: 280. Order the 9 people (9! ways to do this). Take the first three to be the first team, second
three to be the second team, and third three to be the third team. But we overcounted. Each team of
three can order its three people in 3! ways and the three teams can be swapped around in 3! ways, so
we divide 9! by (3!)4, which gives us 9!/(3!4) = 280.

4. Consider the set S = {0,1,2,3,4,5,6,7,8,9}. We wish to count the number of distinct 3-element
subsets of S where the sum of the elements in the subset is divisible by 3.

(a) Case 1: How many 3-element subsets of S have one element which is equivalent to 1 (mod 3),
one which is equivalent to 2 (mod 3) and one which is equivalent 0 (mod 3)?
Answer: 4(3)(3) = 36 ways.

(b) Case 2: How many 3-element subsets of S have all the elements being equivalent (mod 3)?
Answer: 6.

(4
3

)
= 4 ways if elements are 0 (mod 3) and

(3
3

)
= 1 way otherwise (total of 6).
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5. We wish to count how many undirected graphs on six vertices there are, where every vertex has equal
degree.

(a) How many such graphs are there such that all vertices have degree one?
Answer:
If every vertex has degree 1, then this means we get three pairs of vertices. There are

(6
2

)
= 15

ways to pick the first two to be together, then
(4

2

)
= 6 ways to pick the next two, and the last two

are determined. This gives us 6 ·15 = 90, but we overcounted by a factor of 6 because the order
in which we picked the pairs doesn’t matter. So 15 for this case.

(b) How many ways can we form two disjoint cycles of length three with six vertices?
Answer: 10. There are

(6
3

)
= 20 ways to pick two groups, but we overcounted by 2, since picking

one group of 3 is equivalent to picking the ones not picked. So, 20/2 = 10 counts for this one.
Note there is only one possible cycle for each group, K3.

(c) How many ways can we form a long cycle of length six?
Answer: 60 = 6!

2×6 . We think of the cycle as a permutation of the vertices, which has 6! possi-
bilities. However, where you start in the permutation doesn’t matter, so divide by 6. Then, the
direction in which you travel along the cycle also doesn’t matter, so divide by 2.

(d) How many graphs are there where all vertices has equal degree? (For partial credit, express your
answer in terms of a,b,c, the answers to the previous parts. For full credit, you must have the
numerical answer.)
Answer: 172. Here we count the graphs of degree up to 3 and notice that the graphs of degree
more than 3 can be counted using the edges that are left out, and thus we double the result. The
graphs of degree up to 3 include a,b,c and the graph of degree 0. This sums to 86. Multiply by 2
to yield result.
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5. Counting/Combinatorial Proof. Points by part: 2/5/4. Put your answers in boxes where provided
otherwise use the space provided.

1. Recall that a subset S of n elements of size k is uniquely specified by the n−k items left out of S. Write
a combinatorial identity that corrsponds to this statement.
Answer:

(n
k

)
=
( n

n−k

)
.

2. Use a combinatorial argument to prove that
(n+m

k

)
= ∑

k
i=0

(n
i

)( m
k−i

)
Answer: The LHS is choosing k elements from n+m, the right hand side does the same by summing
over the values for i where i elements chosen from the first n and k− i elements are chosen from the
last m.

3. Consider the following ∑
n
k=0 k2

(n
k

)
= n(n−1)2n−2 +X . Give an expression for X (in terms of n only.)

Answer: n2n−1. The left hand side counts the number of ways to choose a k sized subset of n ele-
ments and two elements from that set with possible repetition. The first term counts the same without
repetition. X counts the number of subsets with repetition.
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6. Probability. 3 points/part. 13 parts.
Answers in boxes. Calculations outside may be considered for partial credit.
For this problem, recall Dice have six sides.

1. Given Pr[A|B] = 1/3, Pr[B] = 1/2, what is Pr[A∩B]?
Answer: 1/6. Pr[A∩B] = Pr[A|B]Pr[B].

2. Given Pr[A|B] = 1/3, Pr[B] = 1/2 and Pr[A|B̄] = 1/2, what is Pr[B|A]?
Answer: 2/5. Pr[A] =Pr[A∩B]+Pr[A∩ B̄] = 1/6+1/4= 5/12. Pr[B|A] =Pr[A∩B]/Pr[A] = 1/6

5/12 =

2/5.
3. Suppose, we choose a permutation of 1, . . . ,100 where each permutation is equally likely. What is the

probability that we get a permutation where 1, 2, and 3 are in order but not necessarily adjacent.
Answer: 1/6. The number of elements is 100. For each permutation, there are 1 out of 6 ways to for
1, 2 and 3 to be in order.

4. What is the size of the sample space for rolling four distinguishable dice?
Answer: 64

5. You roll a fair die 4 times. What is the probability that the first time you get a six is on the fourth roll?
Answer: (5/6)3(1/6)1. You compute the probability that the first three are not six and that the fourth
is six.

6. You roll a fair die 4 times. What is the probability that the second time you get a six is on the fourth
roll?
Answer:

(3
1

)
(5/6)2(1/6)2. You have to have a six in the first four and a six in the last position. There

are
(3

1

)
such sample points and each has probability (5/6)2(1/2)6.

7. A sequence of dice rolls is considered “lucky” if there exists two consecutive rolls of the same number.
What is the probability that a sequence of 4 dice rolls is “lucky”?
Answer: 91/216. Consider the complement. If no two consecutive rolls have the same number, this
means each roll after the first must be one of five numbers. So the probability a sequence of 4 dice
rolls is not lucky is 1 · (5/6)3 = 125/216, and the probability that it is lucky is 1−125/216 = 91/216.

8. There 2 dice in a bag. One die is cheating in that it has two sixes which are on opposite faces (which
means there is no side with 1 pip on it). The other die is a fair six sided die. You close your eyes, reach
into the bag and choose one of the dice to roll.

(a) What is the probability that you get a six on the first roll?
Answer: 1/4. The experiments outcomes can be described by die and side which are all equally
likely and yield a sample space of size 24. 6 of them have six on them. Dividing yields 1/4.

(b) You get a six on the first roll. What is the conditional probability that you chose a cheating die?
Answer: 2

3 . As before, the experiment’s outcome can be described by die, side. Each outcome is
equally likely. Event A is that the side you see is six. The event B is that the other side is six. We
are asked Pr[B|A] = Pr[A∩B]/Pr[A] = (4/24)/(1/4) = 2/3.

(c) Now you roll the same die again (this is the second roll). What is the probability that you roll a six
again? (For partial credit, you may express your answer in terms of b, the answers to part
(b).
Answer: 5/18.
Let B be the event it is a two-sixed die and A be the event we see a six. Oh. Yeah. We just
calculated Pr[B|A] to be 1/3.
The total probability of a six(let’s call the event H) with another flip is Pr[B]Pr[H|B]+Pr[Bc]Pr[H|Bc] =
(2/3)× (1/3)+(1/3)(1/6) = 5/18.
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(d) On the second roll you get a six. What is the conditional probability that you chose the cheating
die? (For partial credit, you may express your answer in terms of b,c, the answers to part
(b) and (c).
Answer: 4

5 .
We can update from the previous. Again, the event B corresponds to this being a double sixed die,
where the Pr[B] = 2/3 prior to this roll. We let A be the event that we see a six on the second roll.
Also Pr[A|B] = 1/3.
And, Pr[B|A] = Pr[A|B]Pr[B]/Pr[A], where Pr[A] = 5/18 from the previous part Pr[B] = 2/3
from the previous previous part. We get (2/9)/(5/18) which is 4/5.
Also acceptable is (1/3)(b)/(c).

9. Consider choosing k pairs of people from n people, allowing for repetition within a pair. That is, to
create each pair, we choose from all n people twice.

(a) What is the probability that we choose the same person twice in the first pair?
Answer: 1

n .
(b) Upper bound the probability that the same person is chosen twice in any of the k pairs using the

union bound. (Answer is expression involving k and n.)
Answer: k

n .
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