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Fall 2014 Artificial InteHigence M1dterm Solutions

INSTRUCTIONS

You have 80 minutes.

e The exam is closed book, closed notes except a one-pagéeeh s

e Please use non-programmable calculators only. Laptoms)gs) etc., may not be used. If you have one in your bag
please switch it off.

Mark your answers ON THE EXAM ITSELF. If you are not sure of yanswer you may wish to provide l@ief
explanation. All short answer sections can be successdunbyvered in a few sentences at most.

e Questions are not sequenced in order of difficulty. Make suleok ahead if stuck on a particular question.
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1. (10 points) Agents
Here is pseudocode for three agent programs A, B, C:

function C(percept)

function A(percept) function B(percept) persistent: percepts, initially []
return f() return fp(percept) percepts— push(percept,percepts)
return fo(percepts)

In each of these agents, the functipis some arbitrary, possibly randomized, function of itsuitgowith no internal state
of its own; the agent program runs on computer with unboumdehory but finite clock speed. We’'ll assume also that
the environment and its performance measure are computable

(a) (3 pt) Suppose the environment is fully observable, determistiscrete, single-agent, and static. For which
agents, if any, is it the case that, feverysuch environment, there someway to choosef such that the agent is
perfectly rational?

A | o | 3
For a fully observable environment, only the current peréepequired for an optimal decision. Because the
environment is static, computation is not an issue.

(b) (3 pt) Suppose the environmentpartially observable, deterministic, discrete, single-agent, &utits For which
agents, if any, is it the case that, feverysuch environment, there someway to choosef such that the agent is
perfectly rational?

A B

Agent B, the reflex agent, cannot always function optimatlg ipartially observable environment.

(c) (3 pt) Suppose the environment is partially observasiechasti¢discrete, single-agent, ailgnamic For which
agents, if any, is it the case that, feverysuch environment, there someway to choosef such that the agent is
perfectly rational?

A B c
None of the agents can be optimal for an arbitrary dynami@renment, because we can make the environment
complex enough to rended optimal decisions infeasiblerigrfaite-speed machine.

(d) (1pt) /False: There isomeenvironment such thaveryagent is perfectly rational in that environment.
There are many possible examples; perhaps the easieseisvinenment whose performance measure is always 0.
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2. (30 points) Search problems

It is training day for Pacbabies, also known as Hungry RupiMiaze Games day. Each kfPacbabies starts in its own
assigned start locatias in a large maze of siz&/xN and must return to its own Pacdad who is waiting patiently but
proudly atg;; along the way, the Pacbabies must, between them, eat albtken the maze.

At each step, alk Pacbabies move one unit to any open adjacent square. Théegalyactions are Up, Down, Left, or
Right. It is illegal for a Pacbaby to wait in a square, attetophove into a wall, or attempt to occupy the same square as
another Pacbhaby. To set a record, the Pacbabies must findiarabgollective solution.

(a) (5pt) Define a minimal state space representation for this problem
The state space is defined by the current locatiodsRecbabies and, for each square, a Boolean variable intjcati
the presence of food.

(b) (2 pt) How large is the state space?
(MN)F . 2MN

(c) (3 pt) What is the maximum branching factor for this problem?

(A) 4% | (B)8F (C)4F2MN (D) 4k2*

Each ofk Pacbabies has a choice of 4 actions.

(d) (6pt) Let M H(p, q) be the Manhattan distance between positipaadg
and I be the set of all positions of remaining food pellets
andp; be the current position of Pacbahy
Which of the following are admissible heuristics?

]vc MH i+9i
hal D1 ! (Pi,gi)

hp | maxi<i<ik M H(p;, gi)
he: maxi<i<p[maxser M H(p;, f)]
hp: maxlgigk[minfeF MH (ps, f)]

2 min; <;<g[minger M H (p;, )]

hp: minng[maxlgigk MH (ps, f)]

h 4 is admissible because the total Pacbaby—Pacdad distambe caduced by at moktat each time step.

hp is admissible because it will take at least this many tepthfefurthest Pacbaby to reach its Pacdad.

h¢ is inadmissible because it looks at the distance from eacha®g to its most distant food square; but of course
the optimal solution might another Pacbaby going to thatsggisame problem fdrp.

hp is admissible because some Pacbaby will have to travelstttleia far to eat one piece of food (but it's not very
accurate).

hr is inadmissible because it connects each food square todkedistant Pacbaby, which may not be the one who
eats it.

The heuristidi = max e [mini << M H (p;, f)] wouldbe admisible: it connects each food square to its closest
Pacbaby and then considers the most difficult square for aolgdby to reach.

(e) (2 pt) Give one pair of heuristich;, h; from part (d) such that themaximum— h(n) = maz(h;(n), h;(n)) —is
an admissible heuristic.
Any pair fromh 4, hp, andhg: the max of two admissible heuristics is admissible.



(f) (2pt) Is there a pair of heuristids;, ; from part (d) such that thedonvex combination- h(n) = ah;(n) + (1 —
a)hj(n)) — is an admissible heuristic for any value@between 0 and 1? Briefly explain your answer.
Any pair fromh 4, hg, andhg: the convex combination of two admissible heuristics is oated by the max,
which is admissible.

Now suppose that some of the squares are flooded with watéhelflooded squares, it takes two timesteps to travel
through the square, rather than one. However, the Pacladnmédknow which squares are flooded and which aren’t, until
they enter them. After a Pacbaby enters a flooded squareits lof despair instantly inform all the other Pacbabies of
this fact.

(9) (4 pt) Define a minimal space of belief states for this problem.
The physical states about which the agent is uncertain argewmations ofM N wetness bits, of which there are
2MN " |n general, the space of belief states would be all possilihsets of the physical states, i2, "~ subsets
of the2M¥ configurations. However, percepts in this world give eitheinformation about a location or perfect
information, so the reachable belief states are tBd5¥ belief states in which each square is wet, dry, or unknown.
Either answer is OK.

(h) (2 pt) How many possible environmental configurations are thet@éninitial belief state, before the Pacbabies

receive any wetness percepts?
QJ\JN

(i) (4 pt) Given the current belief state, how many different beliafest can be reached in a single step?
(A) 4+ (C) 4*2MN (D) 4k 21

After each of4* joint movements of Pacbabies, there 2fgossible joint percepts, each leading to a distinct belief
state.
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3. (20points) Adversarial search Consider a game with three players (A, B, and C) in whisfpre every move fair 3-
sided die is rolled to determine which player gets to make @sem@ he sides of the die are marked A, B, and C.) The first
die has beenrolled, and it is A's turn to start the game. Imyementerminal state, the player whose turn it is has a choice
of three moves. In a terminal stateeach player receives their own payoff from a payoff tupla(s), Ug(s), Uc(s)];
the aim of each player is to maximize the expected payoff lehemreceives.

(a) (8 pt) The skeleton of the game tree below corresponds to two tdithe game, after which the game ends and the
values shown are attained.

First, label each nonterminal node of the tree with A, B, CDoA, B, or C correspond to the respective player
making a move, and D corresponds to a die roll. For any dienadle, label the outgoing branches A, B, C in that
order. Then, propagate the values up the tree, assuming&gar plays optimally and the die is fair.

A8
3
2

(b) (6 pt) Suppose you know in advance that each value must be in the a8gas shown. Using this knowledge,
circle thefirstleaf node that need not be evaluated, if the tree is explefetd-right. [Hint: you may find it helpful
to keep track of bounds on the values of the internal nodesesasdarch progresses.]
The whole of the leftmost subtree of the root must be evatlidtethe middle subtree, the A branch must be fully
evaluated because it might contain a 9. Once it has beenatgdlto 5, the D node above it has a maximum value
for A of (5+9+9)/3 = 23/3, i.e., less than 8; so the B branchdneat be explored.

(c) (6pt) Now consider a version of the above game in which the movemaves in an 8-puzzle, and a player receives
+1 for making the final move that solves the puzzle, —1 if aeofilayer does so. If the same state is repeated 3
times, the game ends with everyone receiving 0. In the Irgtée it is A's turn to move and the puzzle is two steps
from being solved. To keep things simple, remember that B-pnzzle every move takes you either one step closer
or one step further away from the goal, so each player haategetwo choices and (to make this choice) we can
use number-of-steps-from-goal as the state variable. |B#omove towards the goal or away from it? Justify your
answemuantitatively
If A moves towards the goal, whoever goes next will win; A hdsZchance of going next, so A's expected payoff
is(1/3)(+1) + (2/3)(—1) = —1/3. If it moves away, B and C must also (by symmetry) move awayp@same
circumstance, so no one will ever win. Because the stateegpdinite, some position will repeat and the payoff is
0, which is indeed better; so A will move away.



4. (20 points) Constraint satisfaction

Suppose you have a search problem defined by more or lessuhlestisT:

a set of states;

an initial states;

a set of actions! including theN oOp action that has no effect;
a transition modeResult(s, a);

a set of goal states.

Unfortunately, you have no search algorithms! All you hava CSP solver.

(@)

(b)

(©

(10 pt) Given some time horizofi’, explain how to formulate a CSP such that (1) the CSP has #@okexactly
when the problem has a solution of lendttsteps; (2) the solution to the original problem can be “refftifom

the variables assigned in CSP solution. Your formulatiosingive the variables, their domains, and all applicable
constraints expressed as precisely as possible. You shautat least one variable per time step, and the con-
straints should constrain the initial state, the final staitel consecutive states along the way.

The straightforward solution is to have variabl€g, . .., X1 for the state at each time step, with the domain of
each beings; and variablesdy, ..., Ap_; for the action at each time step, with the domain of each bdintpe
constraints are

e Xy = sp;
e X1 € G;
e Fortfrom0toT — 1, Xy 1 = Result(Xy, Ay).

It's also possible to have just th€; variables, but then the action sequence cannot be direxty off the solution
and the transition constraint becomes more complex (yoa twasay for some € A, X;+1 = Result(Xy,a)).

(2 pt) Explain how to modify your CSP formulation so that the CSPéaslution when the problem has a solution
of length< 7" steps, rather than exacflysteps.

This constraint can be writteXy € G) V (X; € G) VvV --- V (X7 € Q).

(8 pt) Suppose you also know the step cost functitn a, s') and you have a local-search CSP solver. What
heuristic can you give the solver, and what local-searctridlyn should it run, such that a globally optimal solution
is returned (if one exists) of length 7'?

The heuristic should be the total path cost (iEtT:’O1 c(Xt, Ay, X411)) plus some cost for violating any of the
constraints. We guarantee that the global optimum is aisalliy setting the cost of a violated constraint higher
than the maximum possible path costtimes the maximum step cost). With such a heuristic, we carsinsulated
annealing to find an optimal solution.
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5. (20 points) Propositional logic

(a) (6 pt) Consider a vocabulary with only four symbol$, B, C, andD. For each of the following sentences, how
many possible worlds make it true?

i. AANB)V(CAD)
7 (4forA N B, 4forC A D, minus 1 for the model that satisfies both).

i. (AANBACAD)
15 — it's the negation of a sentence with 1 model.

i. B=(AAB)
12 —it's true whenB is false (8) and whe is true andA is true (4).

(b) (8 pt) A certain procedure to convert a sentence to CNF containssteps (1-4 below); each step is based on a
logical equivalence. Circle ALL of the valid equivalences €ach step.

i. Step 1: drop biconditionals
(aep)=(a=B)A(B=a)
b) (aepf)=(a=p)V(E=a)
) (aepf)=(@np)
ii. Step 2: drop implications
a) (a=p)=(av-p)
(a=p) = (-aVp)
¢) (a=p)=(-aAp)
iii. Step 3: move not inwards
~(aVB) = (naA=p)
b) —(aVp)=(maV-p)
~(aAB) = (pa v -p)
iv. Step 4: move “or” inwards and “and” outwards
a) (aV(BAY)=(aVBVY)
(aV (BAT) = ((aVB)AlaVT)
¢) (aVv(BA)={anp)V(aAy))



(©

(d)

(4 pt) A group of Stanford students write a Convert-to-CNF-ishgadaure. In their implementation, they simply
apply thefirst equivalence (the one labeled “a)”) from each of the four steppart (b). Show the transformed
sentence generated by Convert-to-CNF-ish at each stag®, agplied to the input sentendes (C'V D).

A& (CVD)

(A= (CVvD)A((CVD)=A)

(AV=(CVD)A(CVD)V-A)

(AV (=C A=D))AN((CV D)V -A)

(AV-=CV-D)A(CVDV-A)

(2 pt) Is the final output of the Convert-to-CNF-ish equivalenthe input sentence in part (c)? If not, give a
possible world where the input and output sentences hafezelift values.

No.

A counterexample is any model where the two sentences h#feeedit truth values. The first clause in the final
sentence say&' A D) = Aratherthan(C Vv D) = A. So countereamples afel = false, C =true, D = false}
and{A = false, C'= false, D =true}.



