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This exam is worth 110 points, or about 20% of your total course grade.

The exam contains 8 questions.

This booklet contains 12 numbered pages including the cover page. Put all answers on these
pages, please; don't hand in stray pieces of paper.

You will receive 5 points for properly filling out your name, TA, and login (login must be
filled in properly on every page of the exam). This is the exam's 0™ question.
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Potpourri: Mostly True or False. (A'L/’VU C}

The different parts of this question are independent. i + premisin (>Ta,f]l
a. Simplify the following boolean expression. P : f’ 7
lf,T5: miney €yyor
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h. Suppose we feed in digits of a number to a finite state machine most significant bit first (e.g. '
it would see 1 first if we input 1000). Complete the below diagram so that it outputs 1 exactly
when the number is divisible by 2, but not by 4. Assume that the machine’s starting state is
such that it has seen more than four 0's.

O/O { ﬁO\‘nTL W as chkfn

| pT per
+ransitien

start —{ 10
’{:a‘( s Y"j an e\i#\fd
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S ~ €. How many unique gates with n input bits and m outgut bits are there ?
SPrs e 4 nique 3 FaT o = m)
f answey ¢ + ! 2" (2 )"
\ F'+ : m\‘?\ \4)0 m) A
d. Circle all modifications to the IEEE754 float standard that would change the proportion of
floats with values between -1 and 1.

[ }0+ {, s (- changing the exponent bias value)

— increasing the number of exponent bits
Corcly ng — removing the implicit leading one
— getting rid of denorm values

ach
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e. A program tries to load a word at address X that causes a TLB miss but not a page fault or
protection violations.

True oﬁEalsQ A TLB miss means that the page table does not contain a valid
mapping for virtual page corresponding to the address X

True oréalsa. There is no need to look up the page table because there is no page

@ or False: The word that the program is trying to load is present in physical
memory.

fault
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Don't MIPS the Point! ( F>4UL D

typedef struct {

int val;

struct node* next;
} node;

/* Removes the first node after cur with a value of x and return a pointer to it. You may
assume cur is not null.*/
node* removeNext(node *cur, int x) {
node* next = cur->next;
if (next) { //have a next node?
if (next->val == x) { //remove the next if its val is x
cur->next = next->next;
} else { //otherwise, keep searching for node to remove
return removeNext(next, x);

}
}

return next;

;
a) Use the above definition of a linked list node. Fill in the blanks below so that the assembly

code does the equivalent of the C removeNext. Assume no delayed branches.

@ removeNext:

i & addiu $sp $sp -4

2 sw $ra 0(%$sp)

3 W A0 4UaD) I — \ ot Y@‘\\V\Q/ )
4 beq $vO $0 done #done if next is null ‘ , tg /X

5 1w $t1 0($ve) N __1,,*\ 3 ’(‘ l.‘\(—) ‘ / ”f P
6 bae HAl Ht| cewBE  yrecurse if not equal to x e O exclt O
A TR e ) O studly W
8 Sw_ Pl cf‘(‘fgc'\(.}) #cur->next = next->next A @'/\S‘X&‘_\ 7

9 done: b/ﬁ)’*\e’r ( el | Fr for
10 1w $ra 0($sp)

11 addiu $sp $sp 4 o\ 37

12 3 PG #return

13 recurse:

14 move $ad $vO #set arguments for recursive call

15 Jal emoveNext #recurse

16 5 dene— 2 pts

b) Say we change line 15's jal to j. Which lines, if any, can we remove so that removeNext a: S/ ,\'
still works properly without editing any other line? List the line numbers. ¥ Z_,/ L C-/ l \ [ L \ Py
c)Say we want a function remove which does the same as removeNext, except the first nO({e is Eolr et
also a target for removal, and the return type is void. Fill in the prototype below so that it could

work properly. \aes v

void remove('-'\;‘«e*’\cur, "“)f'x); N Lo tle
i R A

f

Reot |-
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On Multiplying Polynomials (OMP) ( j\\ny &>

void multiplyl(double *A, double *B, void multiply2(double *A, double *B,
double *C, int n) { double *C, int n) {
// Outer Loop // Outer Loop
for (int i=0; i < n; i++) for (int i=0; i < 2*n; i++)
// Inner Loop // Inner Loop
for (int j=0; j < n; j++) for (intj = MAX(i-n + 1, 0);
Cli+j] += Ali] * B[j]; j < MIN(i + 1, n); j++)
} Cli] += Alj] * BIi-j]; }

a) Suppose OpenMP pragmas are placed on the outer and inner loops according to the table
below. Evaluate if multiplyl and multiply2 are guaranteed to return the correct answer with the
given pragma placements. Circle your answer in each of the rightmost six cells. A, B, and C
point to non-overlapping memory regions.

Outer Loop Inner Loop multiplyl multiply2
| fOU G

<leave empty> parallel for orrect/ incorrect
VL‘? @

Q()QELT parallel for <leave empty> correct  (incorrect)

-P.‘!\) >U~)€Q parallel for parallel for correct inco@ correct (incorrect

N

b) Suppose that we execute the multiply2 in the following configuration. We have parallelized
only the outer loop, our machine has 64B cache lines, is running 8 threads, and n = 1024. In
scheduling scheme A we allocate indices to threads round robin (ie, thread p takes care of
N FU\ )Jfg indices p, p + 8, p + 16, etc). In B we allocate work in contiguous chunks. Which configurations
[ exhibit false sharing?

r()\‘* and B
~~0f QT ( e A onIy )
CO\ % e Bonly

NJSU) _/‘ e Neither A nor B

c) Circle all statements that are true for both multiplyl and multiply2 unless otherwise noted.
e Threads can see different "i" values even if the parallel for is only on the inner loop.
e A #pragma omp barrier on the innermost statement will fix all data races from part (a).
e Ignoring correctness, parallelizing both inner & outer loops will give a speedup for large

n —— SO S N N

( e The synchronization overhead of parallelizing an inner loop with a given number of )

threads is amortized for large n. -

P
B
R

9 PC ,&ﬁg t—uk CORRECT AR
N -7 —\»DSWC\P
—( PolhT PeR (N CORRET

U\/\ (0 (MO M S CORE (S C

(&2}
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Additional Logic (TA\)D

For this problem we will look at a simple carry bit adder. Each adder block is simply a one bit
adder. This circuit will add a series of pairs of 4 bit inputs and output 5 bit outputs (instead of
having an overflow bit). The inputs will change once each clock cycle.

cin
L
¢ out

cin
L
¢ out

Ciq_

€ out

cin
T
¢ out

a) We want to pick the maximum clock frequency such that we can guarantee this circuit works
correctly. The adder block has a delay of time a. The registers have a clock-to-g delay of time g,

as well as a setup time s, and a hold time h where h< 4q. All times given are in seconds.
Ua

| for

| doe 98+S

b) Alyssa P Hacker realizes that she can improve this circuit by pipelining it. She starts by
inserting a register between the carry out of the second adder and the carry in of the third adder
(see next page).

Max frequency = l/[\'\O\ * G 'S | Hz

Your job is to add additional registers to make this circuit correctly perform addition again. You
are to either place a register in each empty space (any box will be taken to be a register) or
place a wire across it.
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A“ or  Nafliny
IR Grcle

exapt K pep,
V& ke (el blap

| ast -2

z \)L\‘-‘\*X o L ?Mt’) ‘G(lr Ooivet

¢) Now what is the max frequency: , : N Sws~
oL pe bor diidey MO by Sumebiey el a2
Max frequency = 1/[ Za+q+s  ]Hz | pet for  dividng g ik HPraSn  aul
.)W)" Ull\ _ bv‘ ?/
7 pent d) In terms of time, the latency of a single addition has increased’}/ decreased /
stayed the same. Circle one. o
MU or pofnsy
L QW‘“ In terms of additions per time, the throughput of this circuit ha increase@ ’/ decreased /

stayed the same. Circle one.
AL se Askiing
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Hazardous Question( U )

Consider each of the following sets of instructions. Decide the minimum number of stalls
needed in each case with and without forwarding. Assume the five stage MIPS pipeline
discussed in class and that equality for branches are checked at the Decode stage. Assume
delayed branching.

Number of stalls required?

Without forwarding With forwarding

addiu($t1) Ste
addu 3?4%‘ ) O

addu $t0 $t3 $toO

1w $t0) 4($s0)

addfr“gus $t2 $t3 '

beq ($t0 $t1 DONE ‘
addu $t5 $t5 $5

lwﬁ_$ft/1‘ 0($s0) { Q
sw‘*$’\t}‘ 0($51)

addu $to. $s0 $t1 {:Z \
O

1w $t1 8( t0)

A PolNTS Pel CORQRECT ARCWER

THOL
%Pe\ug H’ /*Uv G o s S STAWS

4 (W &
e C Ho\Cbﬁ 4
F RUQ ’AKQB{ \>OLT UL_)\\\TL E&L\C g_
 ConFUSC cloqe eves

-
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)
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Counting Cache ( CCoTT)

(b) A) A word-addressed cache has 8 words of capacity, 2 word blocks, and uses a LRU
replacement policy. Assume it started empty and then the warming sequence was executed.
For each cache organization given, determine whether each access will cause a hit or a miss.
Indicate the result with a “H” or “M" in each box.

Warming sequence: 1, 4,7, 3

Query 5 4 19 % &
. Sequence
(D ﬁiéiited H H M A H
R
(1) ;Ls‘!}éciative H H M H M

le) B) How many tag (T), index (1), and offset (O) bits does a byte addressed cache have that is
8MB, 4-way set associative, 32B block, and has a 48b address? AL all cosveet
T:1:0= 0 . b - /2 heo W, bat 233 b ¥

o/z 27 W\”‘cv’\lj

) C)For each of the following modifications to a set associative cache, indicate how it will affect
the different miss rates. Notice that some parameters are held constant. Use (+) for increase,
(=) for stays the same, and (-) for decrease.

7~
<

Miss Type Compulsory Conflict Capacity

- | Double associativity .
(2) (capacity and block =
size constant)

Halve block size ) =

(2) (associativity & # of T : 4+
sets constant) - (z\[kmm)
( 2) Double # of sets
v (block size & capacity = ' B =
constant)

AR
FO(’ /}'\ & C, ZP}S pre Yow
{ Pr 0 | Pes M;S)(‘A’CL (hc 'l’lé.ﬁ,\h&) 9
= Q_m_ A, S/s = Igb w/y =\t 0-3/5=opky
> b - 33 = 2pls 23~ b"‘\ 6-1/3 =0 pTs




Additional Instruction (B NAS)

Instruction<31:0>
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nPC se Instruction A A lA
| JRd Rt Clk Fetch Unit § § E
RegDst ey | Mux O, 2 vV Vv
RegWr Lt S*ngrm ALUctr o] [%S s
Rw Ra Rbj—24 >I\L MEREE

busW

32
Clk

(58]
(3]

32 32-bit bes €32
Registers | busB, ;
7

Immlé

MemtoReg

=1
(o] Data In 39
imml6——>»|3 | 32
16 =
e
f ALUSre
i

ExtOp

We would like to add an instruction to the above unpipelined CPU.
The new instruction is addm rd, rs, rt. This instruction is like a normal add but instead of writing
the result of adding the contents of the rs and rt registers to a register we write it to a location in
memory specified by rd (Note, there is no offset, it is simply written to the address held in rd).

M[rd] <- R[rs] + R]rt]

a) Change as little as possible in the datapath above (draw your changes right in the figure)
to enable addm and list all changes below. Your modification may use muxes, wires, constants,
additional read or write ports on the register file, and additional ALU's (again, use as little as you
need!). You may not need all boxes, and do not need to mention the addition of the control
signal addm, which is 1 iff the executing instruction is addm.

7(*)

M | mvx ade, bvs C . 2‘m

@) | miux  dute o ALY out - 2pb

(I") ('-\J C‘ (e q QOut pol ,‘l-( { (’3(,1 = : (‘I )

: / '
(iv) ) i
O r?? i+ a¢

b) We now want to set all the control lines appropriately. List what each signal should be: an J rew ‘7
intuitive name or {0, 1, x — don't care}. Include a new control signal addm. -
RegDst RegWr |nPC_sel ExtOp JALUSrc WALUctr MemWr PMemtoReg addm 3 (; -5

vievegl O | Peyrd ] X [9] add

I

>

!

1t

c’.c(jv‘-‘f“/ A‘L""i

by tw/ V\Z L\/’b"jﬂ
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Bit by Bit ( ERICD

In a hamming code, with log(n) extra bits, you can detect and correct any single bit error in a n-
bit string. The code requires computing log(n) parity groups pl, p2, p4, p8, etc. where the parity
of each group is zero if the entire codeword is correct. If there is an error you can use the non-
zero parities to find out which bit is corrupted.

Bit position 14|15 FB 17 |18 |19 | 20
Code bits d10/d11 p16 d12d13 d14/d15
X X X
%X %1
Parity Group X} X% X
X|xEx|xEx| %l x| x
x| x|xlx]x

a) Finish the implementation of fix_single_error() below. Implement by putting a simple bitwise

expression or value in each blank.

You are given a single helper function hamming_parity() that will compute and return the parity
of the hamming groups P1, P2, P4 P8 etc. in a 32-bit word, where P1€ {0,1}is stored in the

least significant bit, P2n the second bit, p4in the third, etc. The input is a pointer to the 'code’
byte array of length [n/81], which contains a hamming code n bits long. The least significant bit

of our hamming data is the least significant bit of code[0], is also pl

// HINT: xor'ing (™'ing) a bit with a 1 flips the target bit.
void fix_single_error(uint8_t *code, size_t n) {
uint32_t parity_vector = hamming_parity(code, n);

if (parity_vector !=L){ P s
parity_vector -= 1; // adjust for zero-indexing
code[ fm\\‘;“”df N3 1= | <<./'Vtt-('f/v,v:dc.‘&6’x )
}

} { pe for puity sechr o fefs

1 (74 "('(4 ”/l“ ¢n ,q\]ltl
) J'“) E"((./l ‘f’:d/" Ca( et /f”'f""‘:‘c t’ﬁtiﬁf’/r

d

11
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b) Answer the questions about the following (terribly slow) implementation of hamming_parity().

Assume that the #defined macros are implemented correctly for you using standard C

express:ons Wthh should look similar to your solution to part (a).

/I ~'s the kth bit in vector with the bit b (0 or 1)

#define XOR_THIS_BIT(vector, k, b)

/I returns the nth bit counting from ptr (0 or 1)

#define GET_BIT(ptr, n)

// returns 1 if the ith bit is counted in the jth hamming group, else 0
#define IS_HAMMING_PARITY_BIT(, j)

uint32_t hamming_parity(uint8_t *code, size_t n) {
; uint32 _t parity_vector = 0x00000000;

10 size tlogn =1+ log2(n);

111 for (size_ti=0;i<n; i++) {

lDCO\JO\U'I-PUJNP-'

112 #pragma omp parallel for

|13 for (size_t j=0; j < logn; j++)

14 if IS_THAMMING_PARITY_BIT(i, j))

i 15 XOR_THIS_BIT(parity_vector, j, GET_BIT(code, i));
16 }

17 return parity_vector;

; 18 }

i) If you unrolled the loop on line 13, this would help with cantre /

hazards.

(>,
i) You can eliminate the if statement on line 14-15 in favor of a bitwise 3( operator.

iii) Propose a single line deletion and single line insertion that will greatly speed up

hamming_parity(). Your solution must not cause any data races or other incorrect behavior.

Delete which line? |2

2 /ﬁ/{

Insert after line (O this: #{ndj,u orw’ﬂ ,pa/q//( ﬁ/ r“'é/ufq/' ( (/'nn/y Cecte )

3 gty fur pudel e ia cighe plee
{H ‘[{‘/ fY(nﬁ/j‘x"Owj /Cv

A C/ redocteen

O‘dl’ ¢ anyw éry 4’/](: ¥ f?, r{,/(z' < l‘-’C/ gonle j/ACr'JA//A

l'fct?;}"f(,( ‘~ Z} /j',{’)
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