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1. (20 points)

(a) (4 points) What is the probability that a random permutation of(1; : : : ; n) hasat least
onefixed point? Assumen is large.

The number of fixed points in a random permutation has Poisson(1) distribution. Hence
the probability of no fixed points is1=e and the probability of at least one fixed point is
1� 1=e.

(b) (4 points) IfCov(X; Y ) = E[(X �X)(Y �Y )] whereX = E[X], expressCov(X; Y )
in terms ofE[X], E[Y ] andE[XY ].

Distributing the expression, we get:

Cov(X; Y ) = E[XY�XY�XY+XY ] = E[XY ]�E[X]E[Y ]�E[X]E[Y ]+E[X]E[Y ]

And the last expression simplifies toE[XY ]� E[X]E[Y ].

(c) (4 points) Suppose you draw a random card from a pack ofn cards, look at it, replace it
in the pack, and then reshuffle. Repeatm times. What is the expected value ofm until
you have seen all the cards?

This is the coupon collector’s problem, so we should expect to drawn lnn + O(n)
cards.

(d) (4 points) Suppose you want to bound the probability of more than(3=4)n heads inn
tosses of a fair coin. Out of Markov, Chebyshev and Chernoff, which bound would you
use and why? Assumingn is large, you shouldnt need to compute anything to answer
this question.

Since all the tosses are independent, we can use Chernoff bounds which are the strongest
bounds of the three.

(e) (4 points) Suppose you drawm cards at random from a deck ofn cards, with replace-
ment. How large shouldn be in terms ofm so that you have small probability (say less
than half) of drawing the same card twice?

This is the birthday paradox. So we should haven > m2 to insure a probability of less
than half of drawing the same card twice.

2. (20 points) LetGn;p be a random graph onn vertices with edge probabilityp. How large
shouldp be to be almost certain that the graph has a 5-clique? You dont need to analyze
variances. Assume the distribution of the number of cliques converges about its mean for
largen.

Consider a fixed set of 5 vertices. The probability that this given set is a 5-clique isp10

since there are 10 vertices in a 5-clique. The number of possible sets of 5 vertices inG is�
n

5

� � n5=120. This means the expected number of 5-cliques in the graph asn gets large is

1



n5

120
p10. If we assume that the distribution converges about the mean for largen, we just need

to see what minimum value ofp makes the expectation� 1:

n5

120
p10 = 1$ p =

120
1

10p
n

3. (20 points) Recall that an-vertex graphG = (V;E) is ac-expander iff every subsetA � V
of jAj � n=2 vertices satisfies:

jN(A)j � (1 + c)jAj

whereN(A) is the set of vertices inA and their neighbors. If a graph is a1=2-expander,
give an upper bound on the path length between any two vertices in the graph. Include the
constant factor in your answer.

Consider any two verticesu andv. SinceG is an expander, the number of vertices reachable
from u in k or fewer steps is(1 + c)k as long as this number does not exceedn=2. This
means that inlog1+c n=2 steps fromu, we can reach half of the vertices ofG. Similarly, in
log1+c n=2 steps fromv, we can reach half of the vertices ofG. Since the two halves must
have a vertex in common, there must be a path of length� 2 log1+c n=2 betweenu andv in
G.

4. (20 points)

(a) (5 points) How many elements are there in the multiplicative groupZ
�

49 of integers mod
49?

The number of elements inZ�

49 is the number of elements relatively prime to 49 which
is �(49) = �(72) = 7(7� 1) = 42.

(b) (5 points) The groupZ�

49 is cyclic. How manygeneratorsdoes it have?

For any generatorg, gc is a generator ifc is relatively prime to order of the group. Hence
the number of generators is�(�(49)) = �(42) = �(2�3�7) = (2�1)(3�1)(7�1) =
12.

(c) (5 points) Letg be a generator ofZ�

49. What is the smallest powerm of g such that
gm = 1(mod 49) ?

By Fermat’s theorem,m � 42 since for any elementa, the theorem tells us thata�(n) =
1 mod n. Sinceg is a generator, the powers ofg must enumerate the whole group
before enumerating 1, which means thatm � 42. Together, the two statements tell us
thatm = 42.

(d) (5 points) IsZ49 a field? How many roots does the equationX2 = 0(mod 49) have?

X2 = 0 mod 49 means thatX2 is a multiple of 49, which in turn means thatX is a
multiple of 7. There are 7 multiples of 7 withinZ49, so there are 7 roots to this equation.
Z49 is therefore not a field.
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5. (20 points)

(a) (10 points) Briefly describe a protocol for a zero-knowledge proof that a graph G has
a hamiltonian cycle (a cycle that visits every vertex exactly once). You dont need to
show that this protocol succeeds, just write it down.

The prover chooses a random isomorphism ofG, call it G0. Prover computes the ad-
jacency matrix ofG0 and bit-commits the isomorphism, the adjacency matrix and the
hamiltonian cycle inG0. Verifier chooses randomly to see either the entire matrix and
the isomorphism (to verify thatG is isomorphic toG0), or the hamiltonian cycle and the
corresponding edges in the adjacency matrix. This is similar to the ZKP of thek-clique
problem.

(b) (10 points) Explain how to make this proof non-interactive. Again, just give a protocol,
dont show that it works.

Let the prover makek independent versions of the proof above. Call themP1; : : : ; Pk.
Then, instead of getting random bits from the verifier, the prover computesr = h(G;P1; : : : ; Pk)
whereh is a public and secure hash function returning ak-bit number. Then the prover
uses thei’th bit of r to choose his reponse to thePi. This is very similar to problem 2
in the last homework (hw12).

6. (20 points)

(a) (10 points) Let(n; e) be your RSA public key and(n; d) be your private key where
ed = 1(mod �(n)). Give a zero-knowledge proof protocol so that you (prover) can
demonstrate to a verifier that you knowd. Hint: the verifier starts by sending a random
number to the prover.

Verifier asks the prover to digitally sign a random message. Alternatively, the veri-
fier can encrypt a random message with the prover’s public key and ask the prover to
decrypt it.

(b) (10 points) Given what you know about digital signatures, explain what might be dan-
gerous for you the prover to follow the protocol above.

You end up signing something you can’t read, which could commit you to something
against your will. In the alternative protocol, you could end up decrypting a message
which was meant to remain confidential.
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