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George M. Bergman Spring 1995, Math 110, Section 1 7 April, 1995
85 Evans Hall Second Midterm Exam 10:10-11:00

1. (Read all three parts of this question before answering.)

(a) (6 points) Assuming one knows how to define the determinant of a square matrix,
define the determinant of a linear operator T: V — V for V a finite-dimensional vector

space.

(b) (6 points) What result must be proved to show that the determinant of T, as you
defined it in (a), is well-defined?

(c} (8 points} Give the proof of the result referred to in (b). You may assume general
resulis about the arithmetic of determinants, and about matrices of linear transformations.

2. (20 points) Below, I give a slightly reworded version of Gerschgorin’s Disk Theorem,
and a brief proof. At four spots in the proof, a statement is given in bold type. You are
to give a briefl justification of each of these statements below. (The assertions are preceded
by marks [A] to [D]. Give each justification after the corresponding mark at the bottom of
the page.) If you cannot justify some step, you can still give justifications for later steps

assuming that step.

Gerschgorin’s Disk Theorem. Let AeM,, ,(C). For i=1,...,n, let C; denote

the closed disk in the complex plane centered at A.,, and having radius equal to

iP
Zjsi IAij" Then each eigenvalue of A lies in one of the disks C;.
Proof. Let A be an eigenvalue of A. Then [A] there exist complex numbers

Xy, -5y, not all zero, such that for all i Zj Aij X; = Ax;. Let k be chosen so that
x;, has largest absolute value among the x;. Observe that [B] Ax; — Ajp x; =
Zi.x Apjxj- Hence Axy — A x| = {Zj;ﬁk Agj le <Zizk |Akj| |xj|. [C] This last term
is = Zj-‘#k IAkjl |xk|.

Hence |Axg —Ag x| S Zjyp [Agjllxg | or, factoring out |x;| on both sides,
A — Aghlogl £ (Zjek |Akj|) |x¢]. But [D] |xg| > 0. Hence we can divide this inequality
by [x|, getting |A — A | < Ziak |Akj|’ which says that A lies in the disk Cj of

radius X, ¢ |Akj| about the point A, as claimed. O
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3. Let T be a linear operator on a vector space V.

(a) (6 points) Define what is meant by a T-invariant subspace of V.

(b) (10 points) Suppose V is finite-dimensional, of dimension n, and m is an integer

< n. Show that if V has an ordered basis 8 such that [T]ﬁ has the form (g 2) ,

where A i1s m>Xm, then V has an m-dimensional T-invariant subspace. (This is really an

““if and only if’’ result, but to save time 1T am just asking you to prove this direction.)

4. Let A be an nXn matrix over a field F.
(a) (6 points) Define what is meant by the ‘‘characteristic polynomial of A’’.

(b) (6 points) The Cayley-Hamilton Theorem says that A ‘‘satisfies’” its characteristic
polynomial. Say precisely what this means. (If you use the concept of “‘substituting’’ a

matrix into a polynomial, say what you mean by this.)

(c) (10 points) Show that the subspace of M, (F) spanned by I A, Az, A3,... has

‘dimension < n.

5. Suppose U and V are finite-dimensional inner product spaces over F (the field of
real or complex numbers), and let T: U — V be a linear map.

{a) (15 points) Prove that there exists a map T*: V — U such that for all xelU, yeV
one has <T(x), y>y = <x, T*(y)>y, where <-,->_, and <, >, denote the inner
products of U and V respectively. (For the sake of time, I do not ask you to prove that
T* is also linear.} This is a modified version of a result in the text; you may use any

results actually proved in the text in proving it.

(b) (7 points) Prove that the map T* constructed in (a) also satisfies the equation

<x, T(y)>y = <T*(x), y> forall xeV, yel.



