IEOR 165 Midterm Solution Spring 2004

Q1.
e—(w—b) T 2 b
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Buyom =X —1
(2)
E[Byou) =EX —1)=E[X|-1=E[X]-1=b
therefore Bproar is an unbiased estimator
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Var(Byom) = —
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(3)
: "erp(— Y @) if (X1, X, ..., X
L(X;b) = Hf(Xi;b) _ )€ exp(— Y x;) ifb< mm( 1, Xo, ..., Xp)
im1 0 otherwise

Thus, £(X;b) is maximized when b is as large as possible but not exceeding min(X1, Xo, ..., X,),
that is when b = min(X; : i« = 1,...,n). Therefore, the maximum likelihood estimator is

BMLE = mm(X, 1= 1,... ,n) = X[H



n
Fx,(y) =P(X<y)=1-PXy>y)=1- HP(Xz' >y)=1—(evt)"
im1

< 1
ElBure] = E[Xpy] = / yn(e V)" dy = b+ — #b
b
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therefore By is biased and ¢ = -

Var(Bug) = BIX%) — B2[X}y)] = /b yPu(e V) dy — B2[X ()]
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Var(BMLE:C) = Var(BMLE — Z) = VG,T(BMLE) = n—

(5) Byre:c is unbiased and has the same variance as Byspp. Therefore Bypp.c is
better than Bayrr. Buymrr.c and Bpoa are both unbiased, but for n > 1, By/rg.c has
smaller variance than Bp;on. Therefore By g.c is the best estimator.

Q2.

(1) Ho : p1 = p2, Hy : p1 # po.
Equivalently, Hy : pi1 — o = 0, Hy : pu1 — po # 0.
n =25, m = 25. With the equal variance assumption,

2 _
52 = 0.0195

1.846 — 1.742
TS = =2.63

\/0.0195 (55 + )

Since the test statistic, TS, is not in (—t.995.48,t.99548) = (—2.576,2.576), reject Hp.

(2)Hy : 0? = 02, Hy : 07 # 03.

Equivalently, Hy ! U—z =1, Hi: ”—2 # 1.
(<5 o5



_5

TS = —= = .857
S3
Foo5,24,24 = 2.967
1
Fg9594,04 = o= .337
005,24,24

Since TS is in (.337,2.967), accept Hy.

(3) In part (2), we accepted Hy : 02 = 02. Therefore, the assumption of equal variance
in part (1) is valid, so the test in part(1) is valid.



